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’ INTRODUCTION

An understanding of the relative and absolute electronic
energies of materials and molecules is required to successfully
address many design problems in science. Knowledge of band
offsets between two materials is critically important for creating
new semiconductor devices, whereas awareness of the relative
energies of solids and molecules facilitates the conception of
new catalysts. In liquid solutions, these energies are quantita-
tively summarized as standard reduction potentials,1 forming the
foundation of electrochemistry. It is common to consider the
periodic trends of these potentials in the context of other atomic
concepts such as electronegativity. As we move to such concepts,
however, the quantitative structure and utility blur, eventually
limiting their widespread use.

Unlike standard reduction potentials for solutions, no simple
model has been recognized for quantitative assessment and
prediction of electronic energies of solids and their periodic
tendencies. In this contribution, we describe an empirical method
for estimating these quantities and establishing trends. This
technique provides a unified approach to solid state energies,
solution-based reduction potentials, and several foundational
concepts in chemistry and allied disciplines.

’METHODS

Literature values for ionization potential (IP) and energy gap (EG) are
used to define the absolute energies of electronic levels in solids
according to the insert of Figure 1. IP values from photoemission
experiments set the valence-band maximum energy, and optical mea-
surements of EG are then used to derive the electron affinity (EA),
setting the conduction-band minimum energy. IP, EG, and EA data for
69 closed-shell binary inorganic semiconductors and insulators are
collected in Table 1. The solid state energy (SSE) scale is obtained by
assessing an average EA (for a cation) or an average IP (for an anion)
for each atom by using data from compounds having that specific atom
as a constituent. For example, the SSE for Al (�2.1 eV) is the average EA
for AlN, AlAs, and AlSb, whereas the SSE for P (�5.7 eV) is the average

IP for AlP, GaP, and InP. This procedure gives rise to the SSE values
summarized in Table 2.

’RESULTS AND DISCUSSION

Universal Hydrogen Energy Alignment. A plot of electron
affinity (EA) and ionization potential (IP) versus energy band
gap (EG) for 69 binary closed-shell inorganic compounds is
shown in Figure 1. A regression analysis of the values for the 69
compounds listed in Table 1 reveals two surprising and illumi-
nating trends. First, they have a common intercept of approxi-
mately 4.5 eV below the vacuum level. This intercept is shown
as a dashed line in Figure 1. It corresponds to the hydrogen
donor/acceptor ionization energy ε(+/�)2 or, equivalently, to
the standard hydrogen electrode (SHE) potential of electro-
chemistry as measured with respect to the vacuum level.3 This
correspondence suggests that ε(+/�) constitutes an absolute

Figure 1. Electron affinity (EA, blue) and ionization potential (IP, red)
versus energy band gap (EG) for 69 binary closed-shell inorganic
semiconductors and insulators. Regression lines for both EA and IP
intersect at �4.5 eV (dashed line). The coefficients of determination
(R2) are 0.54 and 0.74 for the blue and red lines, respectively.
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ABSTRACT:A plot of electron affinity (EA) and ionization potential (IP) versus
energy band gap (EG) for 69 binary closed-shell inorganic semiconductors and
insulators reveals that EG is centered about the hydrogen donor/acceptor
ionization energy ε(+/�). Thus, ε(+/�), or equivalently the standard hydrogen
electrode (SHE) energy, functions as an absolute energy reference, determining
the tendency of an atom to be either a cation or anion in a compound. This
empirical trend establishes the basis for defining a new solid state energy (SSE)
scale. This SSE scale makes possible simple approaches for quantitatively
assessing electronegativity, chemical hardness, and ionicity, while also providing
new insight into the periodic trends of solids.
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Table 1. Properties of 69 Closed-Shell Binary Inorganic Compounds

compound EG (eV) EA (eV)

IP

(eV)

SSE compound

hardness (eV)

SSE1 ionicity

(unitless)

SSE2 ionicity

(unitless)

SSE3 ionicity

(unitless)

Phillips ionicity

(unitless)70
Pauling ionicity

(unitless)70

AlN 6.02658 �1.945 �7.93 5.9 0.78 0.72 0.85 0.449 0.56

AlP 2.4233 �2.5133 �4.93 3.6 0.62 0.45 0.67 0.307 0.25

AlAs 2.3636 �1.9135 �4.27 2.9 0.54 0.33 0.58 0.274 0.27

AlSb 1.623 �3.623 �5.20 2.8 0.53 0.32 0.57 0.426 0.26

BaO 4.450 �0.5760 �4.97 6.7 0.83 0.79 0.89

BaS 3.840 �0.8460 �4.64 5.5 0.76 0.68 0.82

BaSe 3.656 �0.9560 �4.55 5.7 0.77 0.70 0.84

BaTe 3.448 �1.4360 �4.83 5.1 0.73 0.64 0.80

BN 6.247 �4.523 �10.7 3.5 0.61 0.43 0.66 0.256 0.42

CaO 6.847 �0.760 �7.50 6.0 0.79 0.74 0.86 0.913 0.97

CaS 4.644 �1.8560 �6.45 4.8 0.71 0.61 0.78 0.902 0.81

CaSe 4.8756 �2.3260 �7.19 5.0 0.73 0.63 0.80 0.9 0.9

CaTe 4.0756 �3.5360 �7.60 4.4 0.68 0.56 0.75 0.894 0.88

CaF2 12.147 0.353 �11.8 10.5 0.97 0.97 0.99

CdO 2.1639 �4.531 �6.66 3.1 0.57 0.38 0.62 0.785 0.85

CdS 2.4233 �4.533 �6.92 1.9 0.41 0.17 0.42 0.685 0.59

CdSe 1.7433 �4.5633 �6.30 2.1 0.45 0.21 0.46 0.699 0.58

CdTe 1.4433 �4.2833 �5.72 1.5 0.36 0.12 0.35 0.675 0.52

CsI 6.252 �0.352 �6.50 6.7 0.83 0.79 0.89

GaN 3.4358 �4.145 �7.53 4.1 0.66 0.51 0.72 0.5 0.55

GaP 2.2623 �4.333 �6.56 1.8 0.39 0.16 0.40 0.374 0.27

GaAs 1.4257 �4.0733 �5.49 1.1 0.27 0.06 0.25 0.31 0.26

GaSb 0.72633 �4.0633 �4.79 1.0 0.25 0.05 0.23 0.261 0.26

InN 0.6537 �5.846 �6.45 3.4 0.59 0.41 0.64 0.578 0.5

InP 1.34433 �4.3833 �5.72 1.1 0.27 0.07 0.26 0.421 0.26

InAs 0.3633 �4.933 �5.26 0.4 0.11 0.01 0.09 0.357 0.26

InSb 0.23525 �4.5923 �4.83 0.3 0.09 0.01 0.07 0.321 0.25

KF 10.752 052 �10.7 11.5 1.00 1.00 1.00 0.955 0.99

KCl 8.452 �0.552 �8.90 8.7 0.91 0.91 0.95 0.953 0.95

KBr 7.452 �0.852 �8.20 7.3 0.86 0.83 0.91 0.952 0.91

KI 652 �1.252 �7.20 6.4 0.81 0.77 0.88 0.95 0.92

LiF 13.652 �1.3530 �14.95 11.3 0.99 0.99 1.00 0.915 0.98

LiBr 7.652 �0.252 �7.80 7.1 0.85 0.82 0.91 0.899 0.93

MgO 7.722 �1.6338 �9.33 4.5 0.70 0.58 0.76 0.841 0.88

MgS 4.8722 �3.1560 �8.02 3.3 0.58 0.40 0.63 0.786 0.78

MgSe 4.0522 �4.560 �8.55 3.5 0.61 0.43 0.66 0.79 0.77

NaF 11.652 �1.3530 �12.95 11.3 0.99 0.99 1.00 0.946 0.98

NaCl 8.552 �0.552 �9.00 8.1 0.89 0.88 0.94 0.935 0.94

NaBr 7.552 �0.452 �7.90 7.1 0.85 0.82 0.91 0.934 0.93

PbS 0.447 �4.642 �5.00 1.80 0.39 0.18 0.43

RbF 10.3552 0.152 �10.25 11.6 1.00 1.00 1.00 0.96 0.99

RbCl 8.252 �0.552 �8.70 8.4 0.90 0.89 0.94 0.955 0.95

RbBr 7.452 �0.452 �7.80 7.4 0.86 0.84 0.92 0.957 0.94

RbI 6.152 �1.252 �7.30 6.5 0.82 0.78 0.88 0.951 0.92

SiC 2.3645 �4.026 �6.36 4.1 0.66 0.52 0.72 0.177 0.11

Si3N4 5.355 �2.155 �7.42 5.7 0.77 0.85 0.92

SnS2 2.3165 �4.265 �6.64 2.0 0.42 0.18 0.43

SrO 5.247 �0.6760 �5.87 6.1 0.80 0.74 0.86 0.926 0.93

SrS 4.332 �1.3560 �5.65 4.9 0.72 0.61 0.78 0.914 0.91

SrSe 4.4256 �1.7760 �6.19 5.1 0.73 0.64 0.80 0.917 0.8

SrTe 3.7356 �2.460 �6.13 4.5 0.69 0.57 0.75 0.903 0.75

ZnO 3.361 �4.5761 �7.87 3.6 0.62 0.45 0.67 0.616 0.8

ZnS 3.747 �3.922 �7.60 2.4 0.48 0.25 0.50 0.623 0.59
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energy reference. This assertion is supported by the fact that the
majority of EA and IP values included in Figure 1 are found above
or below ε(+/�), respectively. Electronic charge transfer will
occur from a higher energy state to a lower energy state, so the
conduction and valence bands, cf., the insert in Figure 1, are
associated with cationic and anionic character, respectively.
Second, the slopes of both regression lines have a value of
approximately 0.5, suggesting that the band gap of an inorganic
semiconductor or insulator is on average centered at ε(+/�).
This result also implies that EA and IP for any semiconductor or
insulator may be estimated to first order by simply knowing EG
and recognizing that ε(+/�) serves as an absolute energy
reference for positioning the center of the gap, as shown in the
insert of Figure 1.
Solid State Energy Scale. The SSE scale, arranged in des-

cending energy order, is shown in Figure 2. The values were
derived according to the procedure described in the Methods
section. The calculated SSE values are specified as negative
quantities, since they are referenced to the vacuum level.4 Note
that the energy ε(+/�) acts as a demarcation between typical
cationic and anionic behavior.
That is, an atom with a SSE more negative than ε(+/�) tends

to be an anion, whereas an atom with a SSE less negative than
ε(+/�) tends to be a cation. This tendency arises simply from
energetic considerations; electronic charge transfer occurs from a
higher frontier orbital energy state to a lower frontier orbital
energy state.
Frontier orbital energy positioning with respect to ε(+/�),

however, is not a rigid guide to predicting cation and anion
behavior in a compound. Rather, energetic considerations in-
herent in relevant SSE positioning of each atom in Figure 2 are
more important. For example, althoughTemay be classified as an
anion on the basis of its SSE being more negative than ε(+/�),
cf. Figure 2, it actually functions as a cation in the compound
TeO3. This behavior occurs because, using Figure 2 as a guide,
the SSE ofO ismore negative than that of Te. In TeO3, electronic
charge transfers from Te to O. From these considerations, oxides
may be classified as basic, acidic, or amphoteric in the following
way: a cation with a SSE less negative than ε(+/�) tends to form

a basic oxide, a cation with a SSE more negative than ε(+/�)
tends to form an acidic oxide, and a cation with a SSE similar to
ε(+/�) tends to form an amphoteric oxide.5

The SSE scale has numerous practical applications. It can be
used to directly assess optical band gaps and anticipate the
character of valence and conduction bands. For example, a
simple difference between the SSEs of In (�4.6 eV) and
O (�7.6 eV) provides an estimate of the band gap of In2O3

(EG = 3.2 eV), which compares well to the measured value of
2.9 eV.6 How will this gap change in more complex materials
such as CaIn2O4? Comparison of the In and O SSE values with
Ca (�1.6 eV) reveals that the character of the bottom of the
conduction band in CaIn2O4 should be dominated by In. The
dilution of In by Ca relative to binary In2O3, however, will
decrease the dispersion of the In conduction band and increase
the band gap. So, it is not surprising that the reported band gap of
CaIn2O4, 3.9 eV,

7 is greater than that of In2O3. Correspondingly,
the SSEs of In (�4.6 eV) and S (�6.4 eV) give an estimated
band gap for In2S3 of 1.8 eV, which compares well to the
measured value of 2.1 eV.8 In the ternary material MgIn2S4, the

Table 1. Continued

compound EG (eV) EA (eV)

IP

(eV)

SSE compound

hardness (eV)

SSE1 ionicity

(unitless)

SSE2 ionicity

(unitless)

SSE3 ionicity

(unitless)

Phillips ionicity

(unitless)70
Pauling ionicity

(unitless)70

ZnSe 2.8233 �433 �6.82 2.6 0.51 0.29 0.54 0.676 0.57

ZnTe 2.2633 �3.5333 �5.79 2.0 0.43 0.19 0.44 0.546 0.53

HfO2 5.724 �249 �7.7 5.6 0.77 0.70 0.84

ZrO2 5.855 �2.661 �8.4 5.0 0.73 0.64 0.80

SiO2 9.057 �0.957 �9.9 5.3 0.75 0.67 0.82

GeO2 5.3547 �2.9363 �8.28 4.7 0.71 0.60 0.78

SnO2 3.6447 �4.550 �8.14 3.2 0.58 0.39 0.63

MoO3 3.154 �2.234 �5.3 5.4 0.76 0.68 0.83

WO3 2.9554 �3.3362 �6.28 4.3 0.68 0.55 0.74

Al2O3 8.764 �3.7129 �12.42 5.5 0.76 0.69 0.83

Ga2O3 4.847 �3.259 �8.0 3.7 0.62 0.46 0.68

In2O3 2.97 �3.541 �6.4 3.0 0.56 0.35 0.60

V2O5 2.328 �466 �6.3 3.6 0.62 0.45 0.67

La2O3 651 �2.551 �8.5 5.1 0.74 0.65 0.81

Ta2O5 4.564 �3.243 �7.7 4.4 0.69 0.57 0.75

TiO2 3.0564 �4.227 �7.25 3.4 0.60 0.42 0.65

Figure 2. Solid state energy (SSE) values for 40 elements arranged in
descending energy order. SSE is assessed as an average EA (for a cation,
shown in blue) or an average IP (for an anion, shown in red) for binary
compounds having the atom under consideration as a constituent. Error
bars correspond to maximum and minimum values from the available
data. The dashed horizontal line at 4.5 eV corresponds to the hydrogen
donor/acceptor ionization energy [ε(+/�)] or, equivalently, to the
standard hydrogen electrode (SHE) potential of electrochemistry as
measured with respect to the vacuum level.
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SSE of Mg (�3.1 eV) is above that of In. The bottom of the
conduction band will then be dominated by In character with a
small increase in band gap, 2.3 eV,9 relative to that of In2S3.
Hence, for complex compositions SSE values are simply
stacked, and the gap is derived by considering the energy
difference between the most negative cation SSE and the least
negative anion SSE.
Electronegativity. SSE is an alternative approach to electro-

negativity (EN). Comparing SSE values to Pauling10 andMulliken11

electronegativities12 for 40 elements (Figure 3), it is clear that
SSE captures the periodic trends of electronegativity.
An advantage of SSE and Mulliken electronegativity, com-

pared to Pauling electronegativity, is that they both have units of

energy. When comparing SSE and Mulliken electronegativities
on an absolute energy scale, (part a of Figure 4, Table 2), as
opposed to the dimensionless Pauling scale (Figure 3), it is clear
from part b of Figure 4 that they are correlated (correlation
coefficient = 0.88).
The correlation is high for more negative SSEs and lower for

less negative SSEs (parts a and b of Figure 4). There is also a
persistent discrepancy between SSE and Mulliken electronega-
tivity as evident from the large regression intercept energy of
1.8 eV (part b of Figure 4). For example, the SSE magnitude for
Cs is 0.3 eV compared with the Mulliken electronegativity of
2.18 eV. To discover the origin of this energy offset, it is necessary
to review the formulation of Mulliken electronegativity.

Table 2. Atomic Properties for 40 Elements; IP is the Ionization Energy, EA is the Electron Affinity and RESSE is the Solid State
Renormalization Energy in Going from the Gas to Solid Phase

element atomic number SSE (eV) IP (eV)67 EA (eV)68 Mulliken EN (eV)69 RESSE (eV)

Li 3 �0.8 5.39 0.62 3.01 5.0

B 5 �4.5 8.30 0.28 4.29 3.8

C 6 �6.4 11.26 1.26 6.27 4.8

N 7 �8.0 14.53 �0.07 7.3 6.5

O 8 �7.6 13.62 1.46 7.54 5.7

F 9 �12.1 17.42 3.40 10.41 5.7

Na 11 �0.8 5.14 0.55 2.85 4.6

Mg 12 �3.1 7.65 �0.40 3.75 4.9

Al 13 �2.1 5.99 0.44 3.23 3.3

Si 14 �2.3 8.15 1.39 4.77 5.8

P 15 �5.7 10.49 0.75 5.62 4.8

S 16 �6.4 10.36 2.08 6.22 4.0

Cl 17 �8.9 12.97 3.62 8.3 3.6

K 19 �0.6 4.34 0.50 2.42 3.7

Ca 20 �1.6 6.11 �0.30 2.2 4.5

Ti 22 �4.2 6.82 0.08 3.45 3.0

V 23 �4.0 6.74 0.53 3.6 2.7

Zn 30 �4.0 9.39 �0.60 4.45 5.4

Ga 31 �3.9 6.00 0.30 3.2 2.1

Ge 32 �2.9 7.90 1.20 4.6 5.0

As 33 �5.0 9.82 0.81 5.3 4.8

Se 34 �6.6 9.75 2.02 5.89 3.2

Br 35 �7.9 11.81 3.37 7.59 3.9

Rb 37 �0.5 4.18 0.49 2.34 3.7

Sr 38 �1.6 5.69 �0.30 2 4.2

Zr 40 �2.6 6.84 0.43 3.64 4.2

Mo 42 �2.2 7.10 0.75 3.9 4.9

Cd 48 �4.5 8.99 �0.70 4.33 4.5

In 49 �4.6 5.79 0.30 3.1 1.2

Sn 50 �4.4 7.34 1.20 4.3 3.0

Sb 51 �4.9 8.64 1.07 4.85 3.7

Te 52 �6.0 9.01 1.97 5.49 3.0

I 53 �7.0 10.45 3.06 6.76 3.5

Cs 55 �0.3 3.89 0.47 2.18 3.5

Ba 56 �1.0 5.21 �0.30 2.4 4.3

La 57 �2.5 5.58 0.50 3.1 3.1

Hf 72 �2.0 7.00 0.00 3.8 5.0

Ta 73 �3.2 7.89 0.32 4.11 4.3

W 74 �3.3 7.98 0.82 4.4 4.7

Pb 82 �4.6 7.42 0.36 3.9 2.8
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Mulliken electronegativity11 of an atom X (Table 2, column 6)
is defined as

ENMullikenðXÞ ¼ IðXÞ þ AðXÞ
2

ðeVÞ ð1Þ

where I(X) andA(X) are the ionization energy (Table 2, column 4)
and the electron affinity (Table 2, column 5) respectively of
atom X in the gas phase.13 Mulliken argued from physical
principles for the viability of taking an average of I and A as an
absolute energy reference of electronegativity. Note, however,
for the 40 elements listed in Table 2, that I(average) = 8.2 eV and
A(average) = 0.8 eV. Thus, inclusion of A only contributes∼10%
to estimating electronegativity. The addition of A does allow
Mulliken to divide gas phase quantities by 2. We contend that this
division by 2 is essentially an energy renormalization procedure,
allowing gas phase energies to be renormalized to an energy scale
more appropriate for the solid state. In support of this conten-
tion, notice that for the 40 elements included in Table 2,
ENMULLIKEN(average) = 4.5 eV and SSE(average) = 4.1 eV.
Although Mulliken had no way of knowing it at the time, his
average electronegativity would have been closer to SSE(average),
that is, 4.1 eV instead of 4.5 eV, if he simply ignored A (and
retained division by 2) in his definition of electronegativity. From
the SSE perspective, electronegativity involves positioning the
relative energies of frontier orbitals. Thus, it would have been
better if Mulliken had defined electronegativity as simply equal to
the ionization energy, I.14 Recognize, however, that this formula-
tion of electronegativity corresponds to a gas phase energy scale.
Instead of simple division by 2, energy differences between the

gas phase and the solid state can be modeled by introducing a
solid state renormalization energy for an atom X, defined as

RESSEðXÞ ¼ IðXÞ þ SSEðXÞðeVÞ ð2Þ

RESSE(X) is a positive quantity, because I(X), also a positive
quantity, is always larger in magnitude than the negative quantity
SSE(X). RESSE(X) is tabulated in Table 2 (column 7). For the 40
elements included in Table 2, RESSE(average) = 4.1 eV. Although
this value of RESSE(average) supports Mulliken’s division by 2 as
an appropriate way to renormalize between gas phase and solid
state energy scales in an average sense, the high degree of RESSE

variability (the range of RESSE in Figure 5 is 6.1 eV) highlights the
limitations of this approach.
Specifically, the poor agreement between SSE and ENMULLIKEN

for less negative SSEs observed in part a of Figure 4 is a con-
sequence of the inadequacy of accounting for RESSE by renor-
malizing energy with a simple division by 2. This leads to the large
regression line intercept energy of 1.8 eV in part b of Figure 4.
The relationship between SSE and Pauling electronegativity

can be established by plotting Pauling electronegativity vs the
square root of SSE and then performing a least-squares fit (part a
of Figure 6) to give

SSEðPaulingÞ ¼ 1:05
ffiffiffiffiffiffiffiffiffiffi
jSSEj

p
� 0:12ðPauling unitsÞ ð3Þ

Atomic values for Pauling electronegativity and SSE (Pauling)
are summarized in Table 3, columns 3 and 4, respectively.
This procedure for converting to Pauling units was developed by

Bratsch,15 and it is preferred because it is dimensionally correct (the
Pauling scale has the dimension of the square root of energy). The
SSE�Pauling electronegativity correlation is quite good, as evident
from the near unity slope and near-zero intercept of the regression
line as well as the correlation coefficient of 0.83.
For comparison,Mulliken electronegativity is also converted to

Pauling units using the approach of Bratsch, yielding (part b of
Figure 6)

ENMullikenðPaulingÞ ¼ 1:73
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ENMulliken

p
� 1:71ðPauling unitsÞ

ð4Þ

Figure 3. Atomic solid state energy (SSE), Pauling electronegativity,
and Mulliken electronegativity versus atomic number for 40 elements
plotted in Pauling units.

Figure 4. a) Atomic solid state energy (SSE) versus Mulliken electronegativity (ENMulliken) for 40 elements. b) Regression plot of atomic SSE versus
Mulliken electronegativity.

Figure 5. Solid state renormalization energy in going from the gas phase
to the solid state (RESSE) versus atomic number for 40 elements.
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The Mulliken�Pauling electronegativity correlation is similar
from the perspective of the 0.89 value of the regression
line correlation coefficient. However, the regression line slope of
1.73 and intercept of 1.71 are further evidence for the existence of
a gas phase energy offset in the Mulliken formulation of
electronegativity.
The SSE perspective provides a new, quantitative basis for

assessing, conceptualizing, and implementing electronegativity.
According to Pauling, electronegativity is “the power of an atom
in a molecule to attract electrons to itself”.16 Here, the “power of
attraction” simply arises from the relative SSEs of the elements
constituting the compound.
Chemical Hardness. Chemical hardness can also be consid-

ered within the SSE framework. Chemical hardness originated as
a classification scheme for predicting acid�base reactivity in
solution.17 The principles of chemical hardness, however, can
also be employed to classify elements as acids and bases. Hard
acids and bases tend to be small and nonpolarizable, readily
bonding with one another to form ionic bonds. In contrast, soft
acids and bases tend to be large and polarizable, readily bonding
with each other to form covalent bonds. Note that atoms in
Figure 2 with more or less negative SSEs are hard acids or hard
bases, respectively, while atoms with SSEs positioned slightly
above and below ε(+/�) are soft acids and bases, respectively. In
the solid state, chemical hardness is quantitatively defined as
being equal to EG.

18 From these considerations, the SSE chemical
hardness, η, of an atom X is defined as

ηSSEðXÞ ¼ SSEðXÞ � εð þ =� ÞðeVÞ ð5Þ

It then follows that the SSE chemical hardness of a binary AB
compound is formulated as

ηSSEðABÞ ¼ SSEðAÞ � SSEðBÞ ðeVÞ ð6Þ

For comparison, the conventional Pearson chemical hardness17,18

of an atom X is defined as

ηPearsonðXÞ ¼ IðXÞ � AðXÞ ðeVÞ ð7Þ

where I and A are the ionization potential and the electron
affinity respectively of atom X in the gas phase. Because both
types of hardness are expressed in eV units, they may be directly
compared by plotting Pearson hardness as a negative quantity
on the SSE scale (part a of Figure 7). The correlation between
ηSSE(X) and ηPearson(X) is evident in part a of Figure 7, although
they are offset in energy.
A regression line fit to a plot of ηSSE(X) versus ηPearson(X)

yields a correlation coefficient of 0.65 and an offset energy of
7.7 eV (part b of Figure 7). 4.5 eV of this 7.7 eV offset is accounted
for by redefining ε(+/�) as the origin of the SSE chemical
hardness axis. The remaining 3.2 eV offset is attributed to RESSE,
as discussed previously with respect to Mulliken electronegativity.
Note that this 3.2 eV offset is approximately twice the offset
energy obtained from the graph in part b of Figure 4. This is not a
coincidence. ENMULLIKEN is defined as [I(X) + A(X)]/2,
whereas ηPearson is defined as [I(X) � A(X)], so a factor of 2
difference between regression line intercept energies is expected.
Importantly, energy differences between SSE and ENMULLIKEN

and ηPearson are a consequence of the fact that SSE is a solid state
scale whereas ENMULLIKEN and ηPearson are both gas phase scales.
For a compound, the SSE approach allows one to compare

a predicted chemical hardness (SSEA � SSEB) and an actual
chemical hardness (EG). Such a comparison for 69 binary
inorganic semiconductors and insulators (Figure 8) yields a
regression line with a slope near unity, an intercept near zero,
and a correlation coefficient of 0.82, demonstrating the viability
of SSE band gap estimation.

Figure 6. Pauling electronegativity versus the square root of a) the solid state energy (SSE) and b) the Mulliken electronegativity.

Figure 7. a) Solid state energy chemical hardness (ηSSE(X)) and Pearson chemical hardness (ηPearson(X)) for an atom X versus atomic number. b)
Regression plot between Pearson atomic chemical hardness and SSE atomic chemical hardness.
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Ionicity. The SSE plot shown in Figure 2 leads to a fresh
approach for qualitatively assessing covalency and ionicity. In the
compound InSb, the SSEs for In (�4.6 eV) and Sb (�4.9 eV) are
energetically very similar, because they are both positioned near
ε(+/�). Because their frontier orbital energies are similar, a high
degree of electron sharing and covalent bonding are expected. In
LiF, however, the shallow energy of the Li frontier orbital (SSE =
�0.8 eV) in conjunction with the extraordinarily large energy
depth of F (SSE =�12.1 eV) leads to a significant charge transfer
from Li to F, characteristic of a strongly ionic bond. In short,
binary compounds with both SSEs near ε(+/�) are expected to

be covalent, whereas compounds with both SSEs remote from
ε(+/�) are expected to be ionic.
The SSE scale provides a newmethod for determining ionicity,

fi, which is an estimate of the fractional ionic character of a
chemical bond.19 It is defined to be equal to one for a purely ionic
bond and zero for a purely covalent bond. Our previous
consideration of Figure 2 indicates that covalent behavior
involves combining atoms with similar SSEs and those near
ε(+/�), whereas ionic bonding is maximized by choosing
atoms with distinctly different SSEs and those far above and
below ε(+/�). Thus, ε(+/�) can be taken to be a measure of

Table 3. Atomic Properties for 40 Elements; Columns 3, 4, and 5 Refer to Pauling Electronegativity, Solid State Energy, and
Mulliken Electronegativity Expressed in Pauling Units; Columns 6 and 7 are SSE Atomic Hardness Calculated Using eq 6 and
Pearson Atomic Hardness

element atomic number

Pauling EN

(Pauling units)12
SSE

(Pauling units)

Mulliken EN

(Pauling units)

SSE atomic hardness

(eV)

Pearson hardness

(eV)17,18

Li 3 0.98 0.80 1.29 3.73 4.78

B 5 2.04 2.11 1.87 0.00 8

C 6 2.55 2.53 2.62 �1.98 10

N 7 3.04 2.85 2.96 �3.50 14.46

O 8 3.44 2.78 3.04 �3.14 12.16

F 9 3.98 3.54 3.87 �7.63 14.02

Na 11 0.93 0.79 1.21 3.75 4.6

Mg 12 1.31 1.73 1.64 1.41 7.8

Al 13 1.61 1.61 1.40 1.77 5.54

Si 14 1.9 1.48 2.07 2.17 6.76

P 15 2.19 2.40 2.39 �1.24 9.76

S 16 2.58 2.53 2.60 �1.87 8.28

Cl 17 3.16 3.01 3.27 �4.37 9.36

K 19 0.82 0.71 0.98 3.88 3.84

Ca 20 1 1.22 0.86 2.88 8

Ti 22 1.54 2.03 1.50 0.30 6.74

V 23 1.63 1.98 1.57 0.50 6.2

Zn 30 1.65 1.98 1.94 0.50 9.88

Ga 31 1.81 1.97 1.38 0.55 5.8

Ge 32 2.01 1.68 2.00 1.57 6.8

As 33 2.18 2.23 2.27 �0.51 9

Se 34 2.55 2.58 2.49 �2.10 7.74

Br 35 2.96 2.84 3.06 �3.43 8.44

Rb 37 0.82 0.62 0.94 4.00 3.7

Sr 38 0.95 1.19 0.74 2.95 7.4

Zr 40 1.33 1.57 1.59 1.90 6.42

Mo 42 2.35 1.44 1.71 2.28 6.2

Cd 48 1.69 2.10 1.89 0.04 9.32

In 49 1.78 2.14 1.34 �0.13 5.6

Sn 50 1.96 2.07 1.88 0.15 6.1

Sb 51 2.05 2.21 2.10 �0.44 7.6

Te 52 2.1 2.45 2.34 �1.51 7.04

I 53 2.66 2.66 2.79 �2.50 7.38

Cs 55 0.79 0.46 0.84 4.20 3.42

Ba 56 0.89 0.93 0.97 3.50 5.8

La 57 1.1 1.54 1.34 2.00 5.2

Hf 72 1.3 1.36 1.66 2.50 6

Ta 73 1.5 1.76 1.80 1.30 7.58

W 74 2.36 1.80 1.92 1.17 7.16

Pb 82 2.33 2.13 1.71 �0.10 7.06
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covalent bonding, whereas a SSE deviation from ε(+/�) is an
indicator of ionic bonding. We consider three quantitative SSE
ionicity models for a compound AB by using ε(+/�) and
SSE(A) � SSE(B) respectively as estimates of covalent and
ionic character:

fi
SSE1ðABÞ ¼ 1:4½SSEðAÞ � SSEðBÞ�

SSEðAÞ � SSEðBÞ þ εð þ =� ÞðunitlessÞ

ð8Þ

fi
SSE2ðABÞ ¼ 1:16½SSEðAÞ � SSEðBÞ�2

½SSEðAÞ � SSEðBÞ�2 þ ½εð þ =� Þ�2 ðunitlessÞ

ð9Þ
and

fi
SSE3ðABÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fi
SSE2ðABÞ

q
ðunitlessÞ ð10Þ

In eq 8, fi
SSE1 is a SSE ionicity that is derived by simply adding

covalent and ionic estimates as real numbers. In eq 9, the
calculation of f i

SSE2 follows the approach advocated by Phillips,19

where covalent and ionic terms are combined as real and imaginary
numbers, respectively. In eq 10, we follow the procedure of
Harrison,20 where f i

SSE3is simply the square root of f i
SSE2. The

constants, 1.4 and 1.16, in eqs 8 and 9, respectively, are factors
for normalizing the maximum difference between SSE(A) and
SSE(B) to unit ionicity. This difference is encountered in LiF,
that is, f i

SSE1(LiF) = f i
SSE2(LiF) = 1 for SSE(Li) � SSE(F) =

11.3 eV. The three derived ionicities are plotted as a function
of the difference SSE(A) � SSE(B) for 46 binary compounds
in Figure 9; for comparison, Phillips and Pauling values are
also included.
The ionicities derived from the SSEs track those of Phillips

and Pauling with the f i
SSE3 curve perhaps offering the best fit.

The large variability in the data, however, precludes drawing
a final conclusion with respect to the optimal approach for
estimating fi with SSEs. The ionicities fi

SSE1, fi
SSE2, and fi

SSE3 as
well as those of Phillips and Pauling are summarized in Table 1
(columns 6�10).
The SSE for each atom does not constitute a definitive value due

to the variability in the data, reflected by the error bars depicted in
Figure 2. Two sources of variability contribute to the magnitude of
the error bars. These bars simply represent the full rangeof EA and IP
values reported for each atom. The first source of variability is
experimental uncertainty associated with empirical estimation of EA
or IP. Often, IP is estimated via photoemission and then EA is found
by subtraction of EG. Determination of IP is usually the greatest
source of error. Surface dipoles, surface band bending, and related
effects can influence experimental results;21 careful sample prepara-
tion and experimental techniques can limit uncertainties. The second
source of variability is more interesting. If experimental error were
limited and values of EA and IPwere precisely determined, a range of
EA and IP values would still be expected. In this case, subtle chemical
bonding trends related to covalency and ionicity would be revealed.

’CONCLUSIONS

The SSE scale enables a novel perspective for unifying
foundational chemical concepts across the solid state, solution,
and gas phases. This scale provides a simple and intuitive under-
standing of concepts such as electronegativity, chemical hard-
ness, and ionicity based on the relative positioning of the
constituent atoms in a compound on an absolute energy scale.
Because the SSE scale is empirical, the atomic values reported
herein are subject to refinement as new and more accurate EA
and IP data become available. Such data will lead to SSE estimates
with improved reliability and, significantly, a robust accounting
of SSE variability. Hence, the SSE scale provides a unique way to
predict and quantitatively assess the electronic structure of
materials, while providing new insights into the nature of
chemical bonding.
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